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 Introduction
What we have:

● A corpus of short texts.

What we need:

● To  make clustering of this corpus based on semantics.

What problems we have:

● Due to sparseness of text we cannot use traditional approaches like TF-IDF. 



Proposed architecture



CNN architecture



Unsupervised dimensionality reduction 
and binarization
Dimensionality reduction function is defined as follows:

We consider the following methods:

● Average Embedding (AE)
● Latent Semantic Analysis (LSA)
● Laplacian Eigenmaps (LE)
● Locality Preserving Indexing (LPI)



Experiments
Datasets we use:



Dataset topics



Results



Results



Conclusion
With the emergence of social media, short text clustering has become an increasing important task. This 
paper explores a new perspective to cluster short texts based on deep feature representation learned 
from the proposed self-taught convolutional neural networks. Our extensive experimental study on three 
short text datasets shows that our approach can achieve a significantly better performance.

http://lvdmaaten.github.io/tsne/


