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Online Learning

Online Learning Batch Learning

• Sequential

• Simultaneously

• Subsequently

• Calculate at Once



Online Learning

Key Point

• By replacing the true Posterior distribution

1. Update approximate posterior

2. Optimal projection into parametric family 
(Choosing it to be Gaussian)

• Simultaneously



Bayesian Inference

In terms of Epistemic Uncertainty



Bayesian Inference

MCMC(Markov Chain Monte Carlo)

Hard to 
Calculate



Bayesian Inference

MCMC(Markov Chain Monte Carlo)

1. Metropolis Algorithm



Bayesian Inference

MCMC(Markov Chain Monte Carlo)

2. Gibbs Algorithm



Bayesian C-DF

Advantages

1. Simultaneously

2. Serves numerous desirable feature

3. High Dimensional compressed regression



Bayesian C-DF

Existed Methods

• ADF(Assumed Density Filtering)

• EP(Expectation Propagation)

• PL(Particle Learning)

• SMC(Sequential Monte Carlo)



Bayesian C-DF

SCSS(Surrogate Conditional Sufficient Statistics)

- Compare to CSS(Conditional Sufficient Statistics)
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Thank you!


