
Bayesian C-DF

13.12.2018

Academic Seminar

Wonjai Lee



1. About B C-DF

2. Linear Regression

3. Bayesian Linear Regression

4. Example of B C-DF in Linear Regression

5. Result

Index



About B C-DF

Online Learning Batch Learning

• Sequential

• Simultaneously

• Subsequently

• Calculate at Once



About B C-DF

Key Point of online learning

• By replacing the true Posterior distribution

1. Update approximate posterior

2. Optimal projection into parametric family 
(Choosing it to be Gaussian)

• Simultaneously



About B C-DF

In terms of Epistemic Uncertainty



About B C-DF

MCMC(Markov Chain Monte Carlo)

Hard to 
Calculate



About B C-DF

Advantages

1. Simultaneously

2. Serves numerous desirable feature

3. High Dimensional compressed regression



About B C-DF

Existed Methods

• ADF(Assumed Density Filtering)

• EP(Expectation Propagation)

• PL(Particle Learning)

• SMC(Sequential Monte Carlo)



Linear Regression



Linear Regression

Cost function

Minimize the cost function



Linear Regression

Gradient Descent

Trace the minimum value of J



Linear Regression



Example of B C-DF in Linear Regression

given an associated p-dimensional predictor

modeled in the linear regression setting as 
y ∼ N(xβ, σ2 ).

For Gaussian Error Model



Example of B C-DF in Linear Regression

A standard Bayesian analysis proceeds by assigning 
conjugate prior (β, σ2) ∼ N(0, Ip) × IG(a, b)  with 

Parameters of distribution that 
enable online inference using 
MCMC



Example of B C-DF in Linear Regression

Namely with Standard Conjugation Priors



Example of B C-DF in Linear Regression

Procedure

0. C-DF begins by defining a partition of
modeled parameters



Example of B C-DF in Linear Regression

Procedure

1. Observe data Dt at time t. At t = 1 initialize all 
parameters at some default values.



Example of B C-DF in Linear Regression

Procedure

2. Define first parameter and update



Example of B C-DF in Linear Regression

Procedure

3. Draw S samples 
from the approximate 
Gibbs full conditional



Example of B C-DF in Linear Regression

Procedure

4. Define second parameter and update



Example of B C-DF in Linear Regression

Procedure

5. Draw S samples from the approximate Gibbs 
full conditional



Example of B C-DF in Linear Regression

Results



Example of B C-DF in Linear Regression

Results



Result

- Facilitating efficient online Bayesian inference by adapting MCMC
obtained by propagating surrogate statistics as new data arrive. 

- Eliminates the need to store or process the entire data at once 
which often results in large computational savings. 

- Being accompanied with good runtime, memory and sampling 
efficiency improvements over various state-of-the-art competitors.



Thank you!


