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Transfer Learning

Figure: Transfer learning is machine learning with an additional source of
information apart from the standard training data: knowledge from one
or more related tasks.



Transfer Learning

Figure: Three ways in which transfer might improve learning.



Transfer Learning in NLP tasks

I transfer learning using sentence embeddings

I transfer learning using word embeddings



Sentence Encoder Models

Figure: Sentence similarity scores using embeddings from the universal
sentence encoder.



Sentence Encoder Models

I Transformer model
I high accuracy
I greater model complexity
I greater resource consumption

I Deep Averaging Network (DAN) model
I efficient inference
I slightly reduced accuracy



Sentence Encoder Models
Transformer

Constructs sentence embeddings using the encoding sub-graph of
the transformer architecture (Vaswani et al., 2017).

I input: PTB tokenized string.

I 1) compute context aware representations of words (ordering
and identity)

I 2) representations (1) are converted to a fixed length vector
(sentence encoding): element-wise sum of the representations
at each word position

I output: 512 dimensional vector as the sentence embedding.



Sentence Encoder Models
Deep Averaging Network (DAN)

Makes use of a deep averaging network (DAN) (Iyyer et al., 2015).

I input: PTB tokenized string.

I 1) embeddings for words and bi-grams are averaged together

I 2) (1) passed through a feedforward deep neural network
(DNN)

I output: 512 dimensional vector as the sentence embedding.



Transfer Tasks. Transfer Learning Models

I sentence classification tasks: DNN

I pairwise semantic similarity task:
sim(u, v) = (1 − arccos( u·v

‖u‖‖v‖)/π)



Transfer Tasks. Transfer Learning Models
Baselines

I sentence + word level transfer
I DNN

I DAN model encoder
I Transformer model encoder

I CNN
I DAN model encoder
I Transformer model encoder

I sentence level transfer
I DNN

I DAN model encoder
I Transformer model encoder

I CNN
I DAN model encoder
I Transformer model encoder

I word level transfer
I DNN
I CNN

I no transfer
I DNN
I CNN



Model performance on transfer tasks



Task performance on SST for varying amounts of training
data



Resource Usage
Compute Usage



Resource Usage
Compute Usage



Resource Usage
Memory Usage



Conclusion

I 1) sentence level embeddings are better tnan only word level
embeddings

I 2) sentence level + word level embeddings are even better
than 1)

I 3) transfer learning is most helpful when limited training data
is available

I 4) the encoding models make different trade-offs (accuracy,
model complexity) that should be considered when choosing a
model for a particular application


