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I . INTRODUCTION

BERT

Bidirectional Encoder Representations from Transformers
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II . RELATED WORKS
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• The feature-based  approach,  such  as  ELMo (Peters et al., 2018a)
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II . RELATED WORKS

• The feature-based  approach,  such  as  ELMo (Peters et al., 2018a)

• The fine-tuning approach, such as the Generative Pre-trained Transformer 

(OpenAI GPT) (Radford et al., 2018)
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III . BERT

2 steps in the framework:

Pre-training Fine-tuning

6



III . BERT: MODEL ARCHITECTURE
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Figure 1: Overall pre-training and fine-tuning procedures for BERT.  Apart from output layers, the same architectures are used in both pre-training and 

fine-tuning. The same pre-trained model parameters are used to initialize models for different down-stream tasks. 
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Figure 2: The Transrormer – model 

architecture

From ‘Attention Is All You Need’ by 

Vaswani et al.
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Figure 3: BERT input representation. The input embeddings are the sum of the token embeddings, the segmentation embeddings and the position 

embeddings.
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Figure 4: Overall pre-training procedure for 

BERT. 



[MASK][MASK]
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Figure 4: Overall pre-training procedure for 

BERT. 
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Figure 4: Overall pre-training procedure for 

BERT. 



IV. PRE-TRAINING DATA

• BooksCorpus (800M  words)  (Zhu  et  al.,2015)

• English Wikipedia  (2,500M  words)
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IV. BERT: FINE-TUNING
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Figure 1: Overall pre-training and fine-tuning procedures for BERT.  Apart from output layers, the same architectures are used in both pre-training and 

fine-tuning. The same pre-trained model parameters are used to initialize models for different down-stream tasks. 
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