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Story of Clever Hans

The horse that 
can do 

Arithmetics!



Amazon’s sexist AI resume parser

Top U.S. tech companies have yet 
to close the gender gap in hiring, 

a disparity most pronounced 
among technical staff such as 

software developers where men 
far outnumber women. Amazon’s 

experimental recruiting engine 
followed the same pattern, 

learning to penalize resumes 
including the word “women’s” 

until the company discovered the 
problem.

- Reuters (Oct, 18)



Husky vs Wolf example

The algorithm was using the 
background of the picture and 

totally ignoring animal 
characteristics.

According to model,
snow = wolf



Current industry scenario



Author’s work: LIME 
LIME: Local interpretable model-agnostic explanations



My implementation on Sentiment Analysis
Link-https://nbviewer.jupyter.org/github/rohancode/xai-tutorials/blob/master/Lime/Lime%20Imdb%20SVM%20%

28LSA%20features%29.ipynb

https://nbviewer.jupyter.org/github/rohancode/xai-tutorials/blob/master/Lime/Lime%20Imdb%20SVM%20%28LSA%20features%29.ipynb
https://nbviewer.jupyter.org/github/rohancode/xai-tutorials/blob/master/Lime/Lime%20Imdb%20SVM%20%28LSA%20features%29.ipynb


Explainable AI (XAI)benefits

● Builds trust in the model

● Involvement of subject matter experts in model 
building (ex: Doctor in disease prediction)

● Gain complex hidden insights in the data

A necessity of future:

“Regulation (EU) 2016/679 Regulation on the protection of natural 
persons with regard to the processing of personal data and on the 
free movement of such data, and repealing Directive 95/46/EC (Data  
Protection Directive)”

General Data Protection Regulation 
(EU - 2016/679)



THANK-YOU, ANY QUESTIONS?...


