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Different masking strategies

We use prior knowledge to enhance our pretrained language model. Instead of 
adding the knowledge embedding directly, we proposed a multi-stage knowledge 
masking strategy to integrate phrase and entity level knowledge into the Language 
representation.



Examples



Results

ERNIE was chosen to have the same model size as BERT-base for comparison 
purposes. ERNIE uses 12 encoder layers, 768 hidden units and 12 attention heads.
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One More Idea



Multi-task Learning
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Sequential Multi-task Learning



Losses and Data



Results: GLUE
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