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Introduction

Recently published by Google; E�cientNet a newly designed CNN
(convolutional neural network) that set new records for both accuracy and
computational e�ciency.

The paper demonstrates an e�ective method of scaling up MobileNets and
ResNet.

The Authors of the paper: Mingxing Tan and Quoc V. Le.
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Scaling

Depth

how deep the networks is equivalent to the number of layers in it
most common way of scaling; scaling up or down is done by
adding/removing layers respectively
deeper network can capture richer and more complex features, and
generalizes well on new tasks

Width

how wide the network is which is sometimes measured by the number
of channels
capture more �ne-grained features and also used to keep models small
accuracy saturates quickly with larger width

Resolution

simply means the image resolution that is being passed to a CNN
in high-resolution images, the features are more �ne-grained
the accuracy gain diminishes very quickly
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Scaling Illustration

Figure: Model Scaling
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Scaling a model of di�erent dimensions and Coe�cients

Scaling up any dimension improves accuracy, but the accuracy gain
diminishes for bigger models

Figure: Scaling a model of di�erent dimensions and Coe�cients.
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Combined Scaling

It is possible to scale two or three dimensions arbitrarily; but arbitrary
scaling is a tedious task

Most of the times, manual scaling results in sub-optimal accuracy and
e�ciency

In order to pursue better accuracy and e�ciency, it is critical to
balance all dimensions of network width, depth, and resolution during
ConvNet scaling.
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Scaling Network Width for Di�erent Baseline Networks

Figure: Scaling Network Width for Di�erent Baseline Networks
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Proposed Compound Scaling

Figure: Proposed Compound Scaling
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Proposed Compound Scaling

The authors proposed a simple yet very e�ective scaling technique which
uses a compound coe�cient (phi) to uniformly scale network width, depth,
and resolution in a principled way.

Phi is a user-speci�ed coe�cient that controls how many resources are
available whereas alpha, beta, and gamma specify how to assign these
resources to network depth, width, and resolution respectively.
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E�cientNet Architecture

Scaling doesn't change the layer operations, hence it is better to �rst have
a good baseline network and then scale it along di�erent dimensions using
the proposed compound scaling.

Figure: E�cientNet-B0 baseline network
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E�cientNet Performance Results on ImageNet

Figure: E�cientNet Performance Results on ImageNet
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E�cientNet Performance Results on ImageNet

Figure: FLOPS vs. ImageNet Accuracy.
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REFERENCE

E�cientNet paper: https://arxiv.org/abs/1905.11946 .

O�cial released code:
https://github.com/tensor�ow/tpu/tree/master/models/o�cial/e�cientnet.
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Thank You for your Attention
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