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Introduction



Introduction

• Developing neural network image classification models oǒten
requires significant architecture engineering

• Exploring meta-learning to predict new neural network
architecures

• Searching for a good architecture on a proxy dataset and
transferring architecture to a larger dataset so that the
complexity of the architecture is independent of the depth of
the network and the size of input images

• Automating model selection and hyperparameter optimization

2



Methodology



Methodology

• Using search methods to find convolutional architectures on the
dataset of interest. The main search method used is the Neural
Architecture Search (NAS) framework

• In NAS, a controller recurrent neural network (RNN) samples
child networks with different architectures. The child networks
are trained to convergence to obtain some accuracy on a
held-out validation set. The resulting accuracies are used to
update the controller so that the controller will generate better
architectures over time
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Methodology(contd)
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Methodology(contd)

• The actual work is the design of a novel search space, such that
the best architecture found on the CIFAR-10 dataset would scale
to larger, higher resolution image datasets across a range of
computational settings. This search space is named the NASNet
search space

• Architecture engineering with CNNs oǒten identifies repeated
motifs consisting of combinations of convolutional filter banks,
nonlinearities and a prudent selection of connections to achieve
state-of-the-art results such as the repeated modules present in
the Inception and ResNet models
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Methodology(contd)

• These observations suggest that it may be possible for the
controller RNN to predict a generic convolutional cell expressed
in terms of these motifs. This cell can then be stacked in series
to handle inputs of arbitrary spatial dimensions

• The overall architectures of the convolutional nets are manually
predetermined. They are composed of convolutional cells
repeated many times where each convolutional cell has the
same architecture, but different weights
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Methodology(contd)

• The highlight is the design of two convolutional cells to serve
two main functions when taking in a feature map as input:
1. A normal cell that returns a feature map of the same dimension
2. A reduction cell that returns a feature map where the feature map
height and width is reduced by a factor of two
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Methodology(contd)

8



Methodology(contd)

• The structures of the cells can be searched within a search
space. In the search space used, each cell receives as input two
initial hidden states hi and hi−1 which are the outputs of two
cells in the previous two lower layers or the input image. The
controller RNN recursively predicts the rest of the structure of
the convolutional cell, given these two initial hidden states
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Methodology(contd)
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Methodology(contd)
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Methodology(contd)
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Methodology(contd)
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Experiments and Results



Experiments and Results

On CIFAR-10, with N = 4 or 6
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Experiments and Results

On ImageNet

15



Experiments and Results
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Conclusion



Conclusion

• Learning scalable, convolutional cells from data that transfer to
multiple image classification tasks. The learned architecture is
quite flexible as it may be scaled in terms of computational cost
and parameters to easily address a variety of problems

• The key insight in the approach is to design a search space that
decouples the complexity of an architecture from the depth of a
network. This resulting search space permits identifying good
architectures on a small dataset (i.e.,CIFAR-10) and transferring
the learned architecture to image classifications across a range
of data and computational scales

• Building an architecture on ImageNet is very computationally
intensive with it taking 1800 GPU days (the equivalent of almost
5 years for 1 GPU) to learn the architecture (the team at Google
used 500 GPUs for 4 days
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QUESTIONS?

I can SEARCH for answers ;-)
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