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Zero-shot task performance
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What GPT-2 Actually Is?

Generative Pretrained Transformer 2
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Self-attention layer

The animal didn’t cross the street because it was too tired.
What does “it” refer to in this sentence?
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Step 1
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Step 2
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Step 3-4
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Step 5-6

Alec Radford, Jeffrey Wu ... Language Models are Unsupervised ... 8 / 11



GPT-2 can do fake news

Today, the United Nations has called for the immediate
withdrawal of all nuclear weapons from the world

Generative Pretrained Transformer 2
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Unidirectional Language model
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Additional materials

https://transformer.huggingface.co
https://colab.research.google.com/drive/1esbpDOorf7DQJV8GXWON24c-
EQrSKOit
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