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WHAT GPT-2 AcTUuALLYy IS?
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i i Figure 1: The Transformer - model architecture.




SELF-ATTENTION LAYER

The animal didn’t cross the street because it was too tired.
What does “it” refer to in this sentence?
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STEP 1

Input Thinking Machines
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STEP 2

Input Thinking Machines
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GPT-2 CAN DO FAKE NEWS

Today, the United Nations has called for the immediate
withdrawal of all nuclear weapons from the world
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UNIDIRECTIONAL LANGUAGE MODEL

Sentence: Options:

think
mean

do

What do you

want
say

guys
make
have
call

know

Undo

ALEC RADFORD, JEFFREY WU ... LANGUAGE MODELS ARE UNSUPERVISED ...




ADDITIONAL MATERIALS

https:/ /transformer.huggingface.co
https://colab.research.google.com/drive /1esbpDOorf7DQJV8GXWON2
EQrSKOit
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