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Abstract

● Developing methods for explainable AI is an area 
of active research 

● If future, it’s will be inevitable to highlight 
the input features the machine learning model 
uses to support the prediction outcome for 
critical use cases

● Layer-wise Relevance Propagation (LRP) is one of 
the technique that brings such explainability



Layer-wise Relevance Propagation - Part I

● A technique that leverages the graph structure 
of the deep neural network

● The procedure is subject to the conservation 
property and behaviour is analogous to 
Kirchoff’s conservation laws in electrical 
circuits

● Let j and k be neurons at two consecutive layers 
of the neural network. Propagating relevance 
scores is defined as:



Layer-wise Relevance Propagation - Part II

Basic Rule Epsilon Rule Gamma Rule



Layer-wise Relevance Propagation - Part III

Propagation 
operations:



LRP as Deep Taylor Decomposition 
(Interpretation)



Some Use Cases



Implementation -  Movie Reviews Sentiment Analysis
Link: https://tinyurl.com/ybybgz4x

● Glove Embedding

● Simple Dense 
Keras network

● Accuracy - 91%


