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Introduction to DST

Core component in today’s task-oriented dialogue systems, maintains
user’s intentional states through the course of a dialogue.

Our task fill slot(e.g. ’movie name’) with differen target (’12 angry
men’) from user utterance.
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Our task

We have 3 category: none, dontcare, span. Where ’none’ denotes
that a domain-slot pair is not mentioned at this turn,
’dontcare’ implies that the user can accept any values for this slot
’span’ represents that the slot should be processed by the model with
a real value.
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BERT

BERT is a multi-layer bidirectional Transformer encoder , which is a
stack of multiple identical layers each containing a multi-head
self-attention and a fully-connected sub-layer with residual
connections.

Tasks: masked language modeling and next sentence prediction

BooksCorpus and the English Wikipedia corpora.
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BERT-DST
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BERT-DST: ΦBERT

BERTinput(xi ) = Etok (xi ) + Eseg (i) + Epos(i) =

= ei,
(1)

where Etoc (xi ) — WordPiece embedding for xi

Eseg (i) ∈ {efirst , esecond} — segment embedding whose value is determined
by whether the token belongs to the first or second sentence
Epos(i) — positional embedding for the i-th token.

ΦBERT ([e0, ...en]) = [t0, ...tn], (2)

t0 use for classification [t1, ..., tn] for span prediction.

presented by Alexey Korolev BERT-DST: Scalable End-to-End Dialogue State Tracking with Bidirectional Encoder Representations from Transformer16 April 2020 7 / 13



BERT-DST : Φcls and Φspan

1 Φcls

as = W s
clst0 + bs

cls (3)

ps = softmax(as) = (4)

= [ps
none , p

s
doncare , p

s
span]

slot values = argmax(ps
c ) (5)

2 Φslot

[αs , βs ] = W s
spant0 + bs

span

(6)

ps
α = softmax(αs) (7)

ps
β = softmax(βs) (8)

start poss = argmaxi (p
s
α) (9)

end poss = argmaxi (p
s
α) (10)
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Parameters sharing and dropout

BERT-DST SS(slot specific)
Model work only with one slot. For different slot we train different
BERT-DST module.

BERT-DST PS (parameters sharing)
We can apply parameter sharing in the dialogue context encoding
module across all slots. So we reduce nuber of model parameters.
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Implementation detail

To improve the robustness for unseen slot values, in the training
phase, we replace each of the target slot value tokens by a special
[UNK] token at a certain probability( 30% dropout rate ).

Losstotal = 0.8Lxent
cls + 0.1Lxent

span start + 0.1Lxent
span end ,

where Lexnt denotes the cross entropy loss for the corresponding
prediction target

Update all layers in the model using ADAM optimization with an
initial learning rate 2e−5 and early stopping on the validation set.
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Datasets

Sim-M, Sim-R - automatically synthesize labeled datasets in the
movie and restaurant domain.

DSTC2 and WOZ 2.0 are standard benchmarks for taskoriented
dialogue systems, which are both in the restaurant domain and share
the same ontology. In DSTC2, automatic speech recognition (ASR)
hypotheses of user utterances are provided to assess DST models’
robustness against ASR errors, so we use the top ASR hypo
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Results

BERT-DST PS gives less accuracu than BERT-DST SS.

Model doesn’t give close to SOTA results and it’s scalable.

Slot value improves models.
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Thank for attentions!

https://github.com/guanlinchao/bert-dst
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