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Introduction

What purpose ?

To drive the exploration-exploitation trade-off in reinforcement learning
and avoid over adjustment

How to do it?

Using variational Bayesian learning to introduce uncertainty in the weights
of the network to develop an algorithm called Bayes by Backprop
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A probability distribution on the weights

All weights in our neural networks are represented by probability
distributions over possible values, rather than having a single fixed value as

is the norm. Unlike other ensemble methods, this method typically only
doubles the number of parameters yet trains an infinite ensemble
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Gaussian variational posterior

A sample of the weights w can be obtained by sampling a unit
Gaussian, shifting it by a mean µ and scaling by a standard deviation
σ

We parameterise the standard deviation pointwise as
σ = log(1 + exp(p))

Thus the transform from a sample of parameter-free noise and the
variational posterior parameters that yields a posterior sample of the
weights w is : w = t(θ, ε) = µ+ log(1 + exp(p)) ◦ ε
where ◦ is pointwise multiplication.
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Gaussian variational posterior

Each step of optimisation proceeds as follows:
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Results
Classification on MNIST
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Results
Bandits on Mushroom Task

Contextual bandits are simple reinforcement learning problems without
persistent state. At each step an agent is presented with a context x and a

choice of one of K possible actions a. Different actions yield different
unknown rewards r . The agent must pick the action that yields the
highest expected reward. The context is assumed to be presented

independent of any previous actions, rewards or contexts.

Here an agent expects to receive a reward of 5 for eating an edible
mushroom, but an expected reward of -15 for eating a poisonous

mushroom.
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Results
Bandits on Mushroom Task

This compares a Bayes by Backprop
agent with three ε-greedy agents, for
values of ε of 0 % (pure greedy), 1%,
and 5%. An ε of 5% appears to
over-explore, whereas a purely greedy
agent does poorly at the beginning,
greedily electing to eat nothing, but
then does much better once it has
seen enough data.
The Bayes by Backprop agent explores
from the beginning, both eating and
ignoring mushrooms and quickly con-
verges on eating and non-eating with
an almost perfect rate
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Regression curves

We generated training data from the curve:
y = x + 0.3sin(2(x + ε)) + 0.3sin(4(x + ε)) + ε

where N(0, 0.02)
This figure shows two examples of fitting a neural network to these data,

minimising a conditional Gaussian loss
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Conclusion

Bayes by Backprop is comparable to dropout on MNIST classification

On contextual bandits, we showed how Bayes by Backprop can
automatically learn how to trade-off exploration and exploitation

On a non-linear regression problem the uncertainty introduced allows
the network to make more reasonable predictions about unseen data

All of the operations used are readily implemented on a GPU
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