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Introduction

o Artificial intelligence : Artificial agents achieving goals smartly
@ Machine learning : Algorithmic models responsible for smartness

@ Explainable artificial intelligence : Techniques to explain the models
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Abstract highlights

Explainable artificial intelligence (XAl) techniques for sentiment analysis

@ Sentiment analysis model development

o Data: IMDB movie reviews
o Model: multisentiment, context based, neutral-mixed capable, unbiased

Study of proven XAl techniques
e Explaining with surrogates - LIME, SmoothGrad
o Explaining with local perturbations - SA, PDA
e Propagation-based approaches - LRP
o Meta-explanations - SpRAy

@ Exploration of proven XAl techniques

o Local interpretable model-agnostic explanations (LIME)
o Layer-wise relevance propagation (LRP)

Possibility of exploring unproven XAl technique

o Conjunctive normal form/ Disjunctive normal form for NN
o Bayesian Neural Network
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Exploration of LIME for sentiment analysis - |

Local interpretable model-agnostic explanations
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Exploration of LIME for sentiment analysis - |l

Local interpretable model-agnostic explanations

Text with ]Iigh]ig]ltﬁd words SVM model pfedicr.ion . Keg sentiment
Being a long-time fan of Japanese film, I expected more True value : Neg sentiment
than this. I can't really be bothered to write to much, as L e
this movic is just so P#oF. The story might be the cutest Prediction probabilities
romantic little something ever, pity I couldn't stand the neg [ 0.9
B acting, the mess they called pacing, and the Pos
standard "quirky” Japanese story. If you've noticed how .
many Japanese movies use characters, plots and twists Ncg
that seem too "different”, forcedly so, then steer clear of —
this movie. Seriously, a 12-vear old could have told you ansl
how this movie was going to move along, and that's not awful
a good [HIfg in my book.lbr /libr /IFans of "Beat" oo
Takeshi: his part in this movie is not really more than a ‘f“l':
cameo, and unless vou're a rabid fam, vou don't need to p'(','m
suffer through this [l of film./br filbr /12/10 o
fan
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Exploration of LRP for sentiment analysis - |

Layer-wise relevance propagation
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Fig. 10.2. Illustration of the LRP procedure. Each neuron redistributes to the lower
layer as much as it has received from the higher layer.
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Exploration of LRP for sentiment analysis - |l

Layer-wise relevance propagation

) True class: Megative review
® Glove Embedding Predicted clase: Wegative review | 0.3515301 ) [0=True, 1=False]

e Simple Dense Top 10 - Positive Contribute
Keras network [('ed’, 0.23428376), ('running’, 0.19387451), ('believe', 0.1913343), ('not’, 0.18128063], ('plo
t', 0.16896152))
® Accuracy - 91% Top 10 - Negative Contribute
[('him', -0.1360347), ('film', -0.1444B667), {'who', -0.16167434), {'intreduces', -0.17170446),
(‘ray’, =0.19200623)]

Text:

I was ed when couldn see this coe when it was screening at the Philly Film Fest last year 30 when
sav that it was going to be on cable tonight put it on remind as soon as could §o was it worth the
wait Well let backtrack tad as have yet to give you the plot Sean Crawley is young man who doesn k
now what his path in life is Enter Duke George Wendt who introduces him to his boss Ray Danny Bald
win One night Ray totally hammered asks Sean to off the guy thet they had Sean following around An
d it goss on from there Which leads me back to the question posed Was it worth the wait Yes and mo
the buildup was pretty good and Geocrge Wendt stole the movie for me He just took the ball and ran
with it But it nowhere near as viol as was led to believe and somewhere along the movies runnin
g time tha ball is not only drepped but fumbled and takes in tha other direction know whare this p
oint happened exactly but can say without spoiling the film But needless to say it happened The en
ding doesn save the fila either Poor Stuart Gordon mothing can be good like Re animator or Castle
Freak My Grade CWhere saw it Ghowtime ExtremeEye Candy Xari Wuhrer shows her ta tas in one fantasy
and then in the next more ta tas and it pans down and OH MY GOD MY EYES MY EYES
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Next steps

@ Improve the model to meet all the functional goal [in-progress|
e Explore the (CNF/ DNF) technique [in-progress|

@ Explore Bayesian Neural Networks for sentiment analysis
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