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Creator of GAN

Ian Goodfellow

• Director of Machine Learning in the Special 
Projects Group at Apple.

• Research scientist at Google Brain

• Lead author of the textbook Deep Learning

• Listed as one of the Innovators Under 35 by 
MIT Technology Reviews

• Invented GAN in 2014



Generative vs Discriminative models

Generative models 
learn to produce realistic examples

Discriminative models

distinguish between classes
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What is GAN?

• GANs are composed of two 
models that compete with each 
other and reach a point where 
realistic examples are produced 
by the generator.

• The generator learns to make 
fake look real

• The discriminator learns to 
distinguish real from fake.

Generator Discriminator

REAL

FAKE



Overview of GAN structure

https://developers.google.com/machine-learning/gan/gan_structure

• Both the generator and 
the discriminator are 
neural networks.

• The generator output is 
connected directly to the 
discriminator input.

• Through backpropagation, 
the discriminator's 
classification provides a 
signal that the generator 
uses to update its 
weights.



GAN Training – Discriminator Training

Sharon Zhou "GAN for good" Coursera

1. The discriminator classifies 
both real data and fake data 
from the generator.

2. The discriminator loss 
penalizes the discriminator for 
misclassifying a real instance 
as fake or a fake instance as 
real.

3. The discriminator updates its 
weights 
through backpropagation from 
the discriminator loss through 
the discriminator network.



GAN Training – Generator Training

Sharon Zhou "GAN for good" Coursera

1. Sample random noise.
2. Produce generator output 

from sampled random noise.
3. Get discriminator "Real" or 

"Fake" classification for 
generator output.

4. Calculate loss from 
discriminator classification.

5. Backpropagate through both 
the discriminator and 
generator to obtain gradients.

6. Use gradients to change only 
the generator weights.



GAN Training - Intuition

https://cedar.buffalo.edu/~srihari/CSE676/22.2-GAN%20Theory.pdf
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Value function

• The Generator tries to minimize this function while the Discriminator tries to maximize it.
• The Generator can't directly affect the log(D(x)) term in the function, so it minimizes 

the equivalent log(1 - D(G(z))).

Ex is the 
expected value 

over all real 
data instances

Ez is the expected 
value over 

all generated fake 
instances G(z)

D(x) is the discriminator's 
estimate of the 

probability that real data 
instance x is real

D(G(z)) is the 
discriminator's estimate 
of the probability that a 

fake instance is real

G(z) is the 
generator's 

output when 
given noise z



Alternate gradient updates

D(G(z))

Log(1 – D(G(z)))

Minimize

D(G(z))

Log(D(G(z)))

Mazximize

How much Discriminator
think fake data from

Generator is real



GAN – Proof of optimality
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GAN - Experiments



GAN -Advantages and disadvantages

Advantages

• Only backprop is used to obtain 
gradients

• Generator network not being 
updated directly with data 
examples, but only with gradients 
flowing through the discriminator 
=> computational advantage

• GAN can represent very sharp, 
even degenerate distributions

Disadvantages

• D must be synchronized well with G 
during training



GAN evolutions and applications

https://www.thispersondoesnotexist.com/

FaceApp

https://www.thispersondoesnotexist.com/


Companies using GAN

Sharon Zhou "GAN for good" Coursera



References

• https://www.cs.toronto.edu/~duvenaud/courses/csc2541/slides/gan-
foundations.pdf

• https://cedar.buffalo.edu/~srihari/CSE676/22.2-GAN%20Theory.pdf

• https://www.tensorflow.org/tutorials/generative/dcgan

• https://www.coursera.org/learn/build-basic-generative-adversarial-
networks-gans/home/week/1

• https://www.youtube.com/watch?v=8L11aMN5KY8&ab_channel=Lui
sSerrano

• https://medium.com/datadriveninvestor/deep-learning-generative-
adversarial-network-gan-34abb43c0644

https://www.cs.toronto.edu/~duvenaud/courses/csc2541/slides/gan-foundations.pdf
https://cedar.buffalo.edu/~srihari/CSE676/22.2-GAN%20Theory.pdf
https://www.tensorflow.org/tutorials/generative/dcgan
https://www.coursera.org/learn/build-basic-generative-adversarial-networks-gans/home/week/1
https://www.youtube.com/watch?v=8L11aMN5KY8&ab_channel=LuisSerrano


Thank you


