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Introduction
What is activation function?

In artificial neural networks, the activation function of a

node defines the output of that node given an input or set

of inputs. Two types of activation functions:

Linear Activation Function

Non-linear Activation Functions
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Introduction
Why do we need activation function?

We need the activation function to introduce nonlinear

real-world properties to artificial neural networks.
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Sigmoid Activation Function
Function type

The sigmoid function curve looks like a S-shape.
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Sigmoid Activation Function
Advantages and disadvantages

Advantages

Exists between zero to one

The function is differentiable

The function is monotonic but function’s derivative is

not

Disadvantages

The vanishing gradient problem

presentation by Mikhail Liz Activate or Not: Learning Customized Activation November 2020 6 / 14



ReLU Activation Function
Function type

Equation for ReLU function: f (x) = max(0, x)
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ReLU Activation Function
Advantages and disadvantages

Advantages

It is easy and fast to calculate the derivative

Sparsity of activation

Disadvantages

Dying ReLU problem

presentation by Mikhail Liz Activate or Not: Learning Customized Activation November 2020 8 / 14



ACON Activation Function
Approximation of the maximum function

Equation for smooth maximum function:

Sβ(x1, . . . , xn) =

∑n
i=1 xie

βxi∑n
i=1 e

βxi
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ACON Activation Function
Approximation of the ReLU function

Approximation of the ReLU function:

Sβ (ηa(x), ηb(x)) = ηa(x) ·
eβηa(x)

eβηa(x)+eβηb (x) + ηb(x) · eβηb (x)

eβηa(x)+eβηb (x)

= ηa(x) ·
1

1 + e−β(ηa(x)−ηb(x)) + ηb(x) · 1

1+e−β(ηb (x)−ηa(x))

= ηa(x) · σ [β (ηa(x)− ηb(x))] + ηb(x) · σ [β (ηb(x)− ηa(x))]

= (ηa(x)− ηb(x)) · σ [β (ηa(x)− ηb(x))] + ηb(x)
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ACON Activation Function
Types of ACON function

ACON-A: Sβ (ηa(x), ηb(x)) with ηa(x) = x , ηb(x) = 0

ACON-B: Sβ (ηa(x), ηb(x)) with ηa(x) = x , ηb(x) = px

ACON-C: Sβ (ηa(x), ηb(x)) with ηa(x) = p1x , ηb(x) = p2x

Meta-ACON: ACON-C with β trainable parameter
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ACON Activation Function
Property of the ACON
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Results
Comparison of the meta-ACON
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Thank you for your attention!
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