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Problem formulation
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Triplet loss

L(ra, rp, rn) = max(0,m+ d(ra, rp) − d(ra, rn)) (1)
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NormSoftmax: Architecture

Lnorm = − log

(
exp

(
xT py/σ

))∑
z∈Z exp (xT pz/σ)

)) (2)
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NormSoftmax: LayerNorm

Allows us to easily binarize embeddings via thresholding at zero

Helps the network better initialize new parameters and reach
better optima
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NormSoftmax: Binarization

thresholding at zero

2048 binary vector = 64 float vector (256 bytes in memory)
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NormSoftmax: Batch construction
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NormSoftmax: Results
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Conclusion

Classification-based metric learning approaches can achieve
state-of-the-art

Binarization is allowing us to achieve SOTA performance with the
same memory footprint as 64 dimensional float embeddings
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Practice

Tutorial in the similarity section
https://github.com/microsoft/computervision-recipes/

(Presented by M.Rodin) NormSoftmax November 17, 2020 11 / 13

https://github.com/microsoft/computervision-recipes/


Practice: Document stamps detection
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Thank you for your attention
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