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Introduction

e Contextualized word embeddings (CWE) are a major recent
innovation in NLP (resolves polysemy of words)

e CWE implicitly provide a model for word sense disambiguation (WSD)

@ The paper presents an approach to WSD task using nearest neighbor
classification (k-NN) based model on CWE
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Prerequisites Revision

o Contextualized word embeddings (CWE)
o CWE provide semantic vector representations of words depending on
their respective context
o Advantage over static word embeddings for a number of tasks, such as
text classification, sequence tagging, or machine translation
e Word sense disambiguation (WSD)
o WSD is the task of associating a word in context with one of its
sensible meanings
e For the English language, WordNet is the most commonly used sense
inventory providing more than 200K word-sense pairs
@ Nearest neighbor classification (k-NN)
o Algorithm used for classification and regression problems
e For classification, case is classified by being assigned to the class most
common among its k nearest neighbors
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Task Details

@ Train and evaluate k-NN based WSD system with Bert CWE

@ Train model on SemCor dataset and on Princeton WordNet gloss
corpus (WNGT)

e Evaluate on four standard WSD dataset - SensEval-2 (SE-2),
SensEval-3 (SE-3), SemEval 2007 Task 7 (S7-T7), SemEval 2007
Task 7 (S7-T17)
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k-NN Model for WSD

@ Cosine distance of the CWE vectors as distance metric

@ Since BERT uses subword units of words instead of lemmas in their
embedding, therefore in the preprocessing, re-tokenization of
lemmatized sentence was done, followed by averaging all subword
units CWEs that belong to the target word

e k range {1,..., 10, 50, 100, 500, 1000}

@ To counter class imbalance in training dataset, majority voting of
kNN was set to min(k, mod(Vs)) where Vs is the set of CWE with
the least frequent training examples for a given word sense 's’
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Results - |

Bert based based F1 scores achieving new state of the art

k SE-2 SE-3 S87-T7 S87-T17
1 7610 78.62 8111 59.82
2 7610 T78.62 8111 59.82
3 7652 79.60 B0.94 59.38
4 7652 79.55 B0.94 59.82
5 7643 7979  8L07 60.27
6 7643 7981 ELOT 60.27
7 7650 B0.02Z  BLO3 60.49
8 7650 7986 ELO3 60.49
9 7640 7997  ELO3 60.49
10 7640 80.12 81.03 60.49
50 7643 79.66  BL.11 60.94

100 7643 79.63 BL20 6071
500 7638 79.63  BL11 6071
1000 7638 79.63 8L11  60.71

MES 5479 5895 7T0.94 48.44

Kigebiick (2016) 66.90 73.40 - -
- 8430 63.70

Yuan et al. (2016) -
Vial et al. (20182) - - B60Z  66.81
Vial et al. (2019) - - 90.60  71.40
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Results - |1

Case Examples

SE-3 (train) SE-3 (test)

(1) President Aguino, admitting that the death of Ferdinand They must have been filled in  at the
Marcos had sparked a wave of sympathy for the late  bank;a pank Building either by Mr Hatton himself
dictator, urged Filipinos to stop weeping for the man  or else by the cashier who was attending to him.
who had laughed all the way to the bankys pynx Building)-

{2} Soonafier setting off we came to a forested valley along  In my own garden the twisted hazel, corylus avellana
the banksg)ping ang) Of the Gwaun. contorta, is underplanted with primroses, bluebells and

wood anemones, for that is how I remember them grow-
ing, as they still do, along the banks(g), i, rang) Of the
rive Greta

(3)  In one direction only a little carthy bank(y 1 gqg pigge)  The lake has been swept clean of snow by the wind,
separates me from the edge of the ocean, while inthe  the sweepings making a huge bankis 1 ng Ridge] OD oUr
other the valley goes back for miles and miles. side that we have to negotiate.

(4)  However, it can be possible for the documents to be  The purpose of these stubs in a paying - in book is for
signed after you have sent a payment by cheque pro-  the holder to have a record of the amount of money he
vided that you arrange for us to hold the cheque and not  had deposited in his bank; 4 ga suiiding)-
pay it into the bank|s Financial Institution) until we have
received the signed deed of covenant.

{5) He continued: assuming current market conditions do  Crest Nicholson be the exception, not have much of
not deteriorate further, the group, with conservative bor-  a land bank;sygpy or 51001 and rely on its skill in land
rowings, a prime land bankpa Financial Instigion] and & buying.
good forward sales position can look forward to another
year of growth.

(6) The marine said, get down behind that grass The guns were all along the river banksioping Land) 8%
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bank| 1.onz Rigge]s Sir, and he immediately lobbed a
mills grenade into the river.

far as I could see.



My Implementation

Trained on SensEval-2 train dataset
Evaluated on SensEval-2 test dataset
k=3

F1 score - 74.18 %

Code - https://colab.research.google.com
/drive/137FZ9b0O7100gmq6Q7VYN8LIpUCp39NI3?usp=sharing
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