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Introduction

Contextualized word embeddings (CWE) are a major recent
innovation in NLP (resolves polysemy of words)

CWE implicitly provide a model for word sense disambiguation (WSD)

The paper presents an approach to WSD task using nearest neighbor
classification (k-NN) based model on CWE
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Prerequisites Revision

Contextualized word embeddings (CWE)

CWE provide semantic vector representations of words depending on
their respective context
Advantage over static word embeddings for a number of tasks, such as
text classification, sequence tagging, or machine translation

Word sense disambiguation (WSD)

WSD is the task of associating a word in context with one of its
sensible meanings
For the English language, WordNet is the most commonly used sense
inventory providing more than 200K word-sense pairs

Nearest neighbor classification (k-NN)

Algorithm used for classification and regression problems
For classification, case is classified by being assigned to the class most
common among its k nearest neighbors
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Task Details

Train and evaluate k-NN based WSD system with Bert CWE

Train model on SemCor dataset and on Princeton WordNet gloss
corpus (WNGT)

Evaluate on four standard WSD dataset - SensEval-2 (SE-2),
SensEval-3 (SE-3), SemEval 2007 Task 7 (S7-T7), SemEval 2007
Task 7 (S7-T17)
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k-NN Model for WSD

Cosine distance of the CWE vectors as distance metric

Since BERT uses subword units of words instead of lemmas in their
embedding, therefore in the preprocessing, re-tokenization of
lemmatized sentence was done, followed by averaging all subword
units CWEs that belong to the target word

k range {1,..., 10, 50, 100, 500, 1000}
To counter class imbalance in training dataset, majority voting of
kNN was set to min(k, mod(Vs)) where Vs is the set of CWE with
the least frequent training examples for a given word sense ’s’
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Results - I
Bert based based F1 scores achieving new state of the art
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Results - II
Case Examples
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My Implementation

Trained on SensEval-2 train dataset

Evaluated on SensEval-2 test dataset

k=3

F1 score - 74.18 %

Code - https://colab.research.google.com
/drive/137FZ9bO7I00gmq6Q7VYN8L9pUCp39NI3?usp=sharing
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