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Quantum machine learning now

I Quantum computers are very hard to simulate

I There exist some very interesting quantum machine learning
algorithms with exponential or polynomial speedups of
classical alternatives

I Near term quantum computers are too noisy and don’t have
too much qubits

I It is not obvious if quantum machine learning is beneficial on
near term quantum devices



Hybrid quantum-classical computations

In hybrid algorithms a problem is splited on small parts which all
can be solved easily by classical and a quantum computer.



Variational circuits

Variational circuits are parameter-dependent quantum circuits that
can be optimized by a classical computer with regards to a given
objective and return the expectation values of some observables
estimated by averaging the measurement results obtained.



Quantum neural network architecture example

To reduce a number of qubits required for neural network and
computational computational complexity transfer learning can be
used



My task

Kaggle Tensorflow Speech Recognition Challenge. Dataset includes
65000 one-second long utterances of 30 short words, by thousands
of different people.



My work

I Apply variational circuits based neural networks for speech
classification

I Demonstrate that variational circuits are suitable for solving
non only toy tasks

I Investigate new variational circuits basic blocks

I Investigate applicably quantum like methods in neural
networks



Quantum RNN



The end


