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@ 3D scene reconstruction from image sequences has been an active
research topic in both the robotics and computer vision communities
for over a decade.

@ Depth perception is an essential step to tackle real-world problems
such as robotics and autonomous driving

@ reconstructing dense, geometrically consistent depth for all pixels in a
monocular video.
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Approach

@ Consistent Video Depth Estimation
@ 1.Pre-processing

@ 2-Test-time training on input video

(b) COLMAP (¢)Mannequin (d) MiDaS-v2
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Approach

Back-propagation
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@ Let x be a 2D pixel coordinate in frame i. The flow-displaced point
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@ (1) the TUM dataset (2) the ScanNet dataset (3) the KITTI 2015
datasets

o Evaluation metrics.

Static Dynamic
E ()L E (0] Bl E(9] Epl
WSVD [2019a) 413 192 1190 410 1746
NeuralRGBD [2019] 186 1525 1133 130 1862
Mannequin [2019] 388 1322 1205 238 1816
MiDaS-v2 [2019] 314 104 1174 283 1576
COLMAP [2016) 102 619 - 147 -
Ours 044 212 1009 040 1444
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Challenges and limitations

@ Colmap : to estimate the camera pose from a monocular video

@ Dynamic motion : the method supports videos containing moderate
object motion. It breaks for extreme object motion.

@ Speed : As they extract geometric constraints using all the frames in
a video, they do not support online processing.
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Our goal

@ reduce the time
@ without reducing the accuracy

@ without effecting on Consistent video depth estimation
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@ change depth estimation from a single color image model
@ networks (PyDNet, DSNet and FastDepth potentially fulfil these
requirements

@ PyDNet : compact CNN, enabling accuracy comparable to
state-of-the-art, with very limited memory footprint at test time (i.e.,
i 150 MB) -

@ this model runs in real-time on standard CPUs .
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@ PyD-Net architecture.

B COMNW 3x3, stricde 2




@ implemented PyD-Net in TensorFlow and for experiments , deployed a
pyramid with 6 levels

@ train the network for 50 epochs on batches of 8 images resized to 512
256,30 thousand images from KITTI raw data

@ provide results training PyD-Net for 200 epochs
@ training on CityScapes followed by fine-tuning on KITTI
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| Loweris beter Higher is betier |
Method Traning dataset | AbsRel SqRel RMSE RMSElog | 6<125 <127 §<125°
Eigen et al. [4] K 0200 IS8T 63070 028° [ 0Tt 08w 0958
Liu et al. [5) K 0201 1588 64718 0213 | 0680°  08%Y (%7
Zhou et al. [6] K 0208" 1768 6856° 0280 | 067" 0880 0957
Godard et al. 2] K 01480 13t 57t 0247 | 08030 09t 0964
PyD-Net (50) K 016 1390 623 026 | o079t oot 091t
PyD-Net (200) K 0153 1363 6000 0292° | 078 09180 0%
Garg et al. [19] cap S0m K 01607 180T Sa0aT 02nT [ 00T 09T 09627
Godard et al. 2] cap S0m K 01400 0976 44702320 | 0BISE 09317 0.96¢°
PyD-Net (50) cap S0m K 0155 Lot oame’ o’ | oomet o’ 0%7
PyD-Net (200) cap 50m K 0145 1014 46088 02 | 081 09dl 09m!
Zhou et al. [6] (5K 01987 186" 6565 02150 | 78T 00T 0.960"
Godard et al. [2) CS+K 0140 Lo7et s30t 0219t | 08Tt o9t 093!
PyD-Net (50) CS+K 0148 13160 599" 024* | 080" 090 0%7
PyD-Net (200) (S 0146* 1917 507 0250 | 0801 0926° 097
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current progress

e
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ure plan

e train and apply PyD-Net architecture.(January)
@ New Results and compare it

@ Publication
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@ Thank you.
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