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U-net



● CNN-based approaches generally exhibit limitations for modeling explicit 
long-range relation, due to the intrinsic locality of convolution operations.

● Weak performances especially for target structures that show large 
inter-patient variation in terms of texture, shape and size.

CNN(U-net) problems



● Transformers!
● They are powerful at modeling global contexts.
● And demonstrate superior transferability for downstream tasks under 

large-scale pre-training.

Solution



● Transformers treat the input as 1D sequences and exclusively focus on 
modeling the global context at all stages

● Not enough localization details in low-resolution features. 
● And this information cannot be effectively recovered by direct upsampling to 

the full resolution
● This leads to a coarse segmentation outcome. 
● So, naive usage (i.e., use a transformer for encoding the tokenized image 

patches, and then directly upsamples the hidden feature representations into 
a dense output of full resolution) cannot produce a satisfactory result.

But...



U-net + Transformer = TransUNet



Math



Positional embeddings



Transformer encoder



MSA



● Synapse multi-organ segmentation dataset, CT, 30 scans, 18 - training, 12 - 
validation. About 2212 slices.

● Automated cardiac diagnosis challenge, MRI, 70 - training, 10 - validation, 20 
- test. 1930 axis slices for training.

● Augmentation: random rotation, flipping
● All models and transformers were pretrained on ImageNet
● SGD optimizer with l_r = 0.001, momentum 0.9 and weight decay 1e-4.
● Batch size = 24, 20k epochs for ACDC and 14k for Synapce.

Implementation details



Results



Results



● ACDC dataset

Analytical study



● Image resolution

● Patch size and seq. length

● Model scale 

Analytical study



Conclusion
The authors of the paper presented one of the first works on the application of 
transformers to the medical images semantic segmentation task and showed 
successful results on 2 datasets



Thank you!


