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Basic approaches

• Traditional Transformations

• Generative Adversarial Networks

• Learning the Augmentation
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Traditional Transformations
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Generative Adversarial Networks
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Learning the Augmentation

• Content loss
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• No loss is computed at this layer
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Architecture
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Classification network: SmallNet

• Conv with 16 channels and 3x3 filters. Relu activations.

• Batch normalization.

• Max pooling with 2x2 filters and 2x2 stride.

• Conv with 32 channels and 3x3 filters. Relu activations.

• Conv with 32 channels and 3x3 filters. Relu activations.

• Batch normalization.

• Max pooling with 2x2 filters and 2x2 stride.

• Fully connected with output dimension 1024. Dropout.

• Fully connected layer with output dimension 2.
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Augmentation Network

• Conv with 16 channels and 3x3 filters. Relu activations.

• Conv with 16 channels and 3x3 filters. Relu activations.

• Conv with 16 channels and 3x3 filters. Relu activations.

• Conv with 16 channels and 3x3 filters. Relu activations.

• Conv with 3 channels and 3x3 filters.
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Datasets and Features

• Tiny-ImageNet-200 (500 images from dogs and 500 images from cats) 64x64x3

• MNIST, 1000 images from each class 28x28x1
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Results
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Examples
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Examples
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Examples
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