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Introduction

What is subword tokenization?

Tokenization is the task of splitting a sequence of text into units with semantic meaning.
These units are called tokens, and the difficulty in tokenization lies on how to get the
ideal split so that all the tokens in the text have the correct meaning, and there are no
left out tokens.

What problem does it solve?

Example: ”I love chocolateandcheese”
Word tokenization: ”I”, ”love”, ”chocolateandcheese”
Subword tokenization: ”I”, ”lo”,”ve”, ”choco”,”la”,”te”,”and”, ”chee”,”se”
Language specification: Japanese and Chinese
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Tokenization’s types

• Word level tokenization: ”faster”

• Character level tokenization: f-a-s-t-e-r

• Subword level tokenization: ”fast”, ”er”
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Tokenization algorithms

BPE

BPE creates a base vocabulary consisting of all symbols that occur in the set
of unique words and learns merge rules to form a new symbol from two symbols of
the base vocabulary. It does so until the vocabulary has attained the desired
vocabulary size.

Table: Table caption
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Tokenization algorithms

Unigram

Unigram algorithm defines a loss over the training data given the current vocabulary.
Then, for each symbol in the vocabulary, the algorithm computes how much the overall
loss would increase if the symbol was to be removed from the vocabulary.
Unigram then removes p percent of the symbols whose loss increase is the lowest,
i.e. those symbols that least affect the overall loss over the training data.
This process is repeated until the vocabulary has reached the desired size

Table: Table caption
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SentencePiece

.

• SentencePiece is a language-independent subword tokenizer and detokenizer
designed for Neural-based text processing. (including Neural Machine Translation)

• SentencePiece implements two subword segmentation algorithms, byte-pairencoding
(BPE) and unigram language model.

• It enables building a purely end-to-end system that does not depend on any
language specific processing.
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SentencePiece

SentencePiece comprises four main components:

• Normalizer: a module to normalize semantically equivalent (unicode characters into
canonical forms).

• Trainer

• Encoder

• Decoder

Lossless tokenization:
Decode(Encode(Normalize(text))) = Normalize(text).
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SentencePiece

• vocabulary size:It reserves vocabulary ids for special meta symbols, e.g., unknown
symbol (unk), BOS (s), EOS (/s) and padding (pad).

• normalization rule name: customizable character normalization
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SentencePiece
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SentencePiece
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