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Preprocessing: regular expressions



Preprocessing: working with rare words
- excluding words which occur less than 5 times in all data

- advantage: helps to get rid of incorrectly written words, names, etc
- disadvantage: many noise words occur a lot in the data (‘informant’, ‘motif’)



Preprocessing: working with named entities

● many rare words in my dataset are named entities
● DeepPavlov’s BERT-based NER was used to find them
● can be excluded (rougher approach) or replaced with unified entities



Clustering

● KNN 
○ trained on bit and small labels (0.51 and 0.13 accuracy respectively)

● MeanShift
● DBSCAN & OPTICS

○ make clusters of small texts and almost the same texts (case when one text belongs to 
different labels)



Do two texts belong to one motif of different ones?

Idea: using cosine distance between two texts, predict whether they have the same motif or not
0.60 ROC AUC



Does one text belongs to one motif of more?

Idea: understand by text vector whether it is associated with one motif or many

1. Take 10 closest texts by cosine distance (KDTree)
2. Mark then as ‘have the same main motif’ (big letter) of not
3. Train the model

0.71 ROC AUC



Thank you for your attention!


