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Computational Power of Data
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Computational power of Data
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Power of Data: Implications
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Characterizing quantum advantage in learning problems
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Quantum Model
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Example Quantum Model
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Machine Learning Model

PowDa 8



Is this Quantum Model Learnable?
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Visualize Sk(OU)
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Geometric difference
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Geometric difference for accessing quantum advantage
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Geometric difference for accessing quantum advantage
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Quantum prediction advantage
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Limitations of Quantum Kernel Methods
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Proposed Solution
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Projected quantum Kernel - PQK
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Experiments



Experiments - Fashion-MNIST
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Experiments

• MNIST is too easy (can predict well with one pixel) and overused.
• Fashion-MNIST is a harder alternative with the same format.
• Focus only on binary classification (dresses vs shirt)
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Experiments - Embedding Strategy

• First map each image to n-dimensional vector by PCA.
• Three (3) different embedding strategies used:

• E1: Separable Rotation circuit
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Experiments - Embedding Strategy

• E2: IQP circuit (by IBM)
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Experiments - Embedding Strategy

• E3: Hamiltonian circuit
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Experiments

• Dataset generated by quantum process: replacing the original
labels with output from hard-to-simulate Hamiltonian evolution.
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Experiments

Classical ML methods:

• Random Forest
• Gradient Boosting
• Adaboost
• Gaussian kernel
• Linear model
• Convolutional neural network
• Feedforward neural network - All hyper-parameters were
properly tuned and report the best model.
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Results
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Results
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Conclusion



Conclusion

• Data provide computational power that enables classical ML
algorithms to become stronger than one expects.

• Classical ML can rival quantum ML and could outperform
existing quantum ML on quantum tasks.

• However, quantum ML should still be stronger than classical ML
(existing QML are not great).

• Quantum advantage in prediction accuracy is still possible -
more investigations are needed to justify this claim.

PowDa 27



Thanks

cba
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Questions?
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