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Introduction to the project

A Taxonomy is a hierarchy whose tree nodes represent named entities related to other tree
nodes with is-a-type-of relationships.

An Is-A Relation is a domain independent semantic relation that is a strict partial order
relation (antisymmetric,irreflexive, transitive) between a subclass concept and a
superclass concept.

Antisymmetric relation Irreflexive relation Transitive relation
YabES, R is transitive relation,
if R(a,b) = True and if Ya,b,c €5:
R(b,a) - True, Vs € 5:-R(s,5) R(a,b) = True and R(b,c) - True,
thena=b then R(b,c) = True
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‘Second-order

Figure 1. A diagram of Is-A relations between entities

Terms Type Terms Type
Entityl Hy Entity? %
Entity? H: Entity3 B
Entityl Second-order Entity3 H
Entity3 H: Entity4 s

Table 1. A table of Is-A relations between entities




@ The main goal and task formulation

@ An existing approaches review

@ Analysis of thesauri for taxonomy enrichment

@ Data understanding and preprocessing

@ Implementation the different methods for classification an ISA relation between
entities

@ Results analysis and summarizing

«40O>» «Fr A=) «=)»

DA



The goal is to create methods that automatically enrich any knowledge base with new
terms, and at the same time connect them with existing words using Is-A relations.

The task is to develop a method for prediction the Is-A relations between entities in texts
of the Computer Science category.

A knowledge base

with terms

A new terms list

Enrich

Is-A
relation?

Figure 2. Task solving diagram.
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Existing approaches review

English language Russian language

The Russian language 1s complicated due to some
properties of the language. namely. a highly
inflectional morphology.

The graph-based method, using dictionarnies and
search engines, KNN algonthms, language models,
and neural networks.

The most approaches based on the vectorization.
classification. and clustering.

The hybrid approaches are better works than single
method.

The solution for domain-specific data is better work
that the one for language in general.
Neural networks are used less than other methods.
SVM+Word2Vec
ELMo
CNN + BiLSTM

The results of proposed methods do not get good result for practical usage

Table 2. Summarizing the recaps of a review of articles.
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bases:

The 70 entities from a manually marked text were used for analysis the following knowledge
@ a thesaurus on Information Technologies by Prof. A.M.Fedotov (NSU),
@ a thesaurus for Russian language ruWordNet,

@ an open knowledge base Wikidata.

One entity is a term that includes one or more words.
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Data description

Train dataset: the 80 annotated texts: the 659 observations with the following types of

relations: USAGE, PARTOF, SYNONYMS, ISA, COMPARE, CAUSE, NONE. It includes
90 Is-A relations.

Test dataset: the 74 observations with 11 Is-A relations.

TIpHEOJHTCS CPABHHTETBHEIH SKCIIePHMEHTATEHEIR aHATHS TPEX METOJOE KOMTabopaTHEHOR GHIBTPAIHH - H
2 OCHOBe JOKYMEHTOE, Ha OCHOEE NOJbZ0BaTelleH H HA ocHOBe <el>rubpuasoro metoga</el>, apmmomeroca ISA
KOMOHHAITHEH MepBEIX JBYX <e2>MeToqoB=/e2>.

IMox pacmupeHHOH MOIEIEI0 MOHHMAETCHA TEMATHIECKAT MOJENE, COJEPKAIIAd KPOMe OTHOCIOBHEIX TEPMHH
OB TEPMHHEI, COCTOANIHE H3 HECKOTBKHX CT0B ( TakKe HasbiBacMEle <el>MuorocmopHee Tepmunbr=/el> mm | SYNONYMS

<eXrxmoucere dpazs</el> )

Table 3. Dataset examples.

An additional data is a dataset that includes 1000 scientific articles on Russian language in
Computer Science

Daria A. Pirozhkova (NSU) Application of neural network methoc May 2021 9/19



train and test

convert in bynary classes rain and test
datasets datasets
1-1s-A
0 - Other
train dataset test dataset
train dataset with
balanced classes E"ﬂz'flﬁs"t train dataset with list of enteties
7O Iz-A 109 unbalanced classes
70 Other Ciner
It got a little worse results.

It does not considered
Figure 3. Data preprocessing workflow.
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@ R-BERT (model "bert-base-uncased’)
@ R-BERT (model ’bert-base-multilingual-cased’)
@ Universal Sentense Encoder + CNN

@ SentencePiece + Neural Networks (different combinations)
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Figure 4. R-BERT architecture.

"Wu S., He Y. (2019) Enriching pre-trained language model with entity
information for relation classification. In Proceedings of the 28th ACM International
Conference on Information and Knowledge Managemento pp. 2361-2364.= . = oac
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Figure 5. USE architecture.
There is no ability to add special tokens in USE, the model encodes the text without it.
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Input Sentence

Output (Text/Number)

Figure 6. SentencePiece architecture.

Train the model on
additional

dataset
Got vocabulary and

catenate
sentence and words

RNN
embeddings
Apply model on train
data and tokenize it

Getling embeddings

with Keras layer.
Emi

ibedding

Figure 7. Workflow.
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Train entities with Is-A relations Train entities with Other relations




Train entities with Is-A relations

Train entities with Other relations

Figure 9. Visualization entities using embeddings received with SentencePiece tokenizer and
Keras layer.
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Results

Results F1 score ROC AUC score
RBERT ('bert-base-uncased') 66,6% 85.35%
RBERT ('bert-base-multilingual-cased') 72% 86.94%

The methods using USE, SentencePiece and Neural Networks recieved worse results: f1

score less than 50%.

Table 4. Results

Entityl Entity2 True label Predicted label
mapjy cepBep Is-A Other
npegobpaboTka nporece pedepupoBaHNL Other Is-A
OOCYB[J [IPOTrPaMMHBII HHCTPYMEeHTapHIL Is-A Other
MHOTOCIOBHEIH TepMHH | KIIroueBas (ppasa Other Is-A

Table 5. Prediction mistakes of the type of relationships between entities
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Publications

@ Pirozhkova D.A., Goncharova I.V. Automatic prediction of
hyperonyms for the Russian language. International Scientific
Student Conference. Novosibirsk. April, 2020. p. 105. (in
Russian, RSCI)

@ Pirozhkova D.A. Application of neural network methods for
automatic taxonomy enrichment for the Russian language.
International Scientific Student Conference. Novosibirsk. April,
2021. (in English, RSCI)
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Thank you for your attention!
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