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Classification problem

Figure 1: Problem Setting for Classification

A classification problem is when the output variable is a category, such as
“cats” or “dogs” or “disease” and “no disease”. A classification model
attempts to draw some conclusion from observed values. Given one or
more inputs a classification model will try to predict the value of one or
more outcomes.
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What is few-shot learning?

Figure 2: Problem Setting for Few-Shot Learning

As the name implies, few-shot learning refers to the practice of feeding a
learning model with a very small amount of training data, contrary to the
normal practice of using a large amount of data.
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What is zero-shot learning?

Zero-shot learning approach aims to
solve a task without receiving any
example of that task at training
phase, e.g. the task of recognizing
an object from a given image where
there were not any example images
of that object during training phase
can be considered as a zero-shot
learning task. Briefly, it simply
allows us to recognize objects we
have not seen before.
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Application of additional data modalities

Figure 3: Diagram of the approach based on VAE.

The model learns a latent embedding (z) of different modalities via
aligned VAEs optimized with cross-alignment (LCA) and distribution
alignment (LDA) objectives, and subsequently trains a classifier on
sampled latent features of seen and unseen classes.
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DBpedia: ontology classification dataset

Figure 4: 14 non-overlapping classes
from DBpedia 2014

Figure 5: Total size of the training
dataset is 560,000 and the testing
dataset is 70,000.
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DBpedia: ontology classification dataset

DBpedia: additional data modality

As an additional modality we can
use class descriptions that represent
a general knowledge about class
instances.

Figure 6: Classes definitions taken
from Wikipedia as an additional
modality for training a zero-shot net.
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VAE based approach for 0-shot text classification

Figure 7: Architecture based on VAE with 2 data modalities. The main
part of the architecture is 2 autoencoders for each modality. At the same
time, each autoencoder receives contribution from the cross-alignment
(CA) loss function and from the distribution-alignment (DA) loss
function.
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Variational autoencoder loss

Variational autoencoder loss

The basic VAE loss of our model is the sum of M VAE-losses:

LVAE =
M∑
i

Eqφ(x|z)[log pθ(x (i)|z)]− βDKL(qφ(z |x (i))||pθ(z)) (1)

where β weights the KL-Divergence.
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Cross-alignment loss

Cross-alignment loss

Each modality specific decoder is trained on the latent vectors derived
from the other modalities. This cross-reconstruction loss is:

LCA =
M∑
i

M∑
j 6=i

|x (j) − Dj(Ei (x
(i)))| (2)

where Ei is the encoder of a feature of i th modality and Dj is the decoder
of a feature of the same class but the j th modality.
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Distribution-Alignment Loss

Distribution-Alignment Loss

The 2-Wasserstein distance between two distributions i and j is given as:

Wij = [ ‖µi − µj‖22 + Tr(Σi ) + Tr(Σj)− 2(Σ
1
2
i ΣiΣ

1
2
j )

1
2 ]

1
2 (3)

Since the encoder predicts diagonal covariance matrices, which are
commutative, this distance simplifies to:

Wij = (‖µi − µj‖22 + ‖Σ
1
2
i − Σ

1
2
j ‖

2
Frobenius)

1
2 (4)

LDA =
M∑
i

M∑
j 6=i

Wij (5)
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Cross- and Distribution Alignment Loss

Cross- and Distribution Alignment Loss

The cross- and distribution aligned VAE combines the basic VAE-loss
with LCA and LDA:

L = LVAE + γLCA + δLDA (6)

where γ and δ are the weighting factors of the cross alignment and the
distribution alignment loss, respectively.
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XLNet BERT ULMFiT Ours
Feature Size 1024 1024 400 1024

Seen 0.62 0.68 0.80 1.00
Unseen - - - 1.01

Harmonic - - - 1.00

Table 1: Comparison with state-of-the-art error rates on test sets of
several text classification dataset. It is important to note, that only our
approach allows to measure an error rate on unseen classes as the model
were trained in zero-shot setting. All the experiments were performed on
DBpedia dataset with predefined splits into train/test. We also report a
harmonic mean of errors on seen and unseen classes.
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ZeroShotEval: Unified Pipeline for ZSL Models Evaluation

ZeroShotEval: Unified Pipeline for ZSL Models Evaluation 1

Figure 8: The overview of the proposed framework with four main
parts-phases: 1) data loading and preprocessing, 2) modality feature
generators, 3) zero-shot neural network, 4) evaluation procedures.

1GitHub Repository: https://github.com/ZSLresearch-team/ZeroShotEval
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Conclusion

0-Shot TC is a scantily explored field and task which has a great
potential for further improvements.
All existing solutions are based on extremely different approaches
and datasets, so they require a single form of quality assessment - a
way to ZeroShotEval.
It is necessary to adapt existing datasets or develop a new one to
solve the problem. The lack of data is one of the main difficulties in
solving this problem.
Even with usual classification datasets zero-shot approach allows to
achieve comparable performance with usual classification models,
but with a greater prospective of application.
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