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Introduction

I The authors suggest a new ResNet-like network architecture
that incorporates attention across groups of feature maps.

I If we Compare it to previous attention models such as SENet
and SKNet, the new attention block applies the
squeeze-and-attention operation separately to each of the
selected groups, which is done in a computationally efficient
way and implemented in a simple modular structure.
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Motivation

I ResNet models were originally designed for image
classification, they may not be suitable for various downstream
applications because of the limited size of the receiving field
and the lack of cross-channel interaction.

I To improve the performance of specific computer vision tasks
requires network surgery to modify ResNet to make it more
effective for specific tasks.

I Recent work in image classification is improved using eural
archive structure search (NAS).

I Due to excessive memory consumption, some larger versions of
these models cannot even be trained on the GPU with an
appropriate batch size of 2 per device.

I This limits the use of nas-derived models in special tasks that
involve intensive predictions such as segmentation.
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Residual And Attention Networks

I A residual network consists of residual units or blocks which
have skip connections, also called identity connections.
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Residual And Attention Networks

I focusing on specific parts of the input- has been applied in
Deep Learning, for speech recognition, translation, reasoning,
and visual identification of objects.
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Architecture Of ResNest
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Results
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Conclusion

I We explored the simple architecture modification of ResNet
and put the functional diagram split attention into each
network module.

I we created a ResNet-like network called ResNeSt (S stands for
"split"). Our architecture only requires more calculations than
existing ResNet variants and can easily be used as the basis for
other visual tasks.

I The model using ResNeSt backbone can achieve optimal
performance on multiple tasks, namely: image classification,
object detection, instance segmentation and semantic
segmentation. The proposed ResNeSt has better performance
than all existing ResNet variants, the same computational
efficiency, and even better speed accuracy trade-offs than the
most advanced CNN model generated by neural structure
search.
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My Results

I Image classification results on ImageNet using own image
dataset and comparing our proposed resnest and resnet model
with 101 layer configurations.RESNEST: Split-Attention Networks Rishabh Tiwari
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